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Practical online learning model based
on big data balance'

QU Jig?

Abstract. In view of the problem that the number of parameters is huge in Markov online
learning, the convergence rate is slow and the online learning can’t be implemented, a practical
Markov online learning method based on the big data balance was proposed. Firstly, the learning
parameters were represented in a practical manner to reduce the number of the learning parameters;
and then, according to the a priori knowledge and observation data, the Markov method was used
to learn and optimize the exploration and utilization of the balance relationship between the two;
finally, Markov online learning method based on the big data balance was used to realize the
rapid convergence of the learning process, so as to achieve the purpose of the online learning.
The simulation results show that the algorithm can meet the requirements of real-time system
performance.

Key words. Markov decision process, Markov online learning, big data balance.

1. Introduction

In the real dynamic system, the state transition function is usually unknown
and dynamic. If the steady state model is used to describe the dynamic system, it
will cause the distortion of the dynamic system modeling, so that the obtaining of
the real approximation optimal value function and the optimal strategy cannot be
guaranteed in theory. In view of this problem, it is necessary for the agent to learn
in the interaction with the dynamic uncertain environment. Online learning is an
effective optimal control learning method, which can be used under the conditions
of complex model or uncertainty, etc. to realize the system multi stage optimization
of the learning control based on the drive of the data [1-2].

The classical enhanced learning algorithms can be divided into two categories
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according to whether it is based on the big data, namely, the algorithms based on
the big data balance and the algorithms based on the model-free data: the algorithms
based on the big data balance and the ones based on the model-free. The algorithms
based on the big data balance include TD learning, Q learning, SARSA [3] and other
algorithms. The algorithms based on the model-free include DYNA-Q, priority sweep
and other algorithms. The above classical enhanced learning algorithms have proved
the convergence of the algorithms in theory. In the practical application areas, the
number of learning parameters is huge. This is a typical NP difficult problem, which
makes it hard to optimize the exploration and utilization of the balance of the two
[4—5].

Markov Online Learning (referred to as MOL for short) conducts the modeling for
the unknown model parameters by using the model priori knowledge, then makes
the update to the posterior distribution of the unknown model parameters based
on the observed data, and finally, conducts the planning according to the posterior
distribution, thus obtaining the maximized expected reward value. Essentially, MOL
transforms the learning problem into the planning problem. Since MOL can conduct
the modeling for the unknown parameters and unknown models by using the priori
distribution of the states, it has provided a perfect solution to optimize the balance of
the optimized exploration and utilization, at the same time, it has gained extensive
attention from the scholars at home and broad, and has become the hot spot in the
research of the online learning field at present [6—7]. But there are two difficult
problems existing in MOL: Firstly, the number of learning parameters is huge, and
the scale increases exponentially [8]; secondly, the solution of the planning problem in
the space of all the posterior belief states will encounter the “Curse of dimensionality”
[9]. The above two difficult problems lead to the result that the existing MOL
algorithms can only solve small scale problems, but cannot realize the online learning
for large scale problems.

In this paper, a practical Markov online learning method based on the big data
balance was put forward to solve the above problems, and the practical representa-
tion method was used to reduce the scale of the learning parameters; in the condition
that the DBNs (Dynamic Markov Networks) structure (independent relationship
between the variables) was unknown, Markov method was adopted to learn the
unknown structure and parameter; finally, the Pointed-Based MOL (referred to as
PBMOL for short) based on the big data balance was used to make the action choice
in the posterior belief space, thus realizing the online planning and learning. The ex-
perimental and simulation results show that the proposed algorithm can effectively
reduce the number of parameters and realize the online learning on the dynamic
system.

2. Markov online learning modeling

The Markov Decision Processes (referred to as MDPs for short) can be described
by a quaternion < S, A, T, R >. The state set S = {s1, 82, ,5,} contains all the
possible states of the agent; the action set A = {a1,a9, - ,a,} contains all the
possible actions of the agent; state transition function; the state transition function
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T (s, a, s/) =P (s/ |3, a), taking the probability of the transfer from the action a to

the state s when the agent is in the states; the reward function R (s, a, sl), taking

the reward value obtained from the transfer of the action a to the state s in the
state s.
In the online learning, the state transition function T (8, a, s ) is unknown learn-

ing parameter 05’“’5/. According to the literature [10], the Markov online learn-
ing based on the big data balance is defined as the Partially Observable Markov
Decision Processes (referred to as POMDPs for short), which is described using
the sextet-set < Sp, Ap, Zp,Tp,Op, Rp >. Here, Sp stands for the cross product

of the discrete state S and the continuous unknown parameter 6°%° ; the action
set Ap is the same as the action set A; Zp = S. The state transition function

Tp (5, 0,a,s, Gl) =P (s/, 0 s, 8, a) can be decomposed into the product of the two

conditional distributions as the following:
Tp (s,@,a,sl,ﬂl) =P (5/,9' |5,0,a)
:P(s/ ’5,9,a79/)P(0/|s,9,a> (1)

— Qsas/ 500l

599 is the Kronaike function, which meets the following

599f:{1, 0’:9}_ @)

0, otherwise

Here,

The observation function Op (s,,el, a, z) =P (2 ’s,,el, a) stands for the prob-
ability that when the agent executes the action a and the state and parameters are
transferred to s  and 9', the observation is z. Since the reward function does not
depend on 6 or 6, the reward function Rp (s, 0,a,s Hl) =R (3, a, s') is the same
as the reward function of MDPs.

According to the definition of Markov online learning, the MDPs problem is
transformed into the POMDPs problem. In POMDPs, as the state is unknown,
the probability distribution b (s) of the state S is introduced, which is known as the
belief. Through the introduction of the concept of belief,  learning can be performed
by using the belief monitoring method [11]. Making use of the Markov update rule,
the belief is updated as the following:

b ) = b (0) P (s 6.5.0) = np (6) 0. (3)

where 7 is the normalization factor.

The belief monitoring method is effective only when the priori and posterior dis-
tribution of beliefs are in the same distribution family, and Markov online learning
adopts the Dirichlet distribution to represent the priori and posterior belief. As-
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suming that the priori belief is b(0) = [[, , D (6°*;n°?), n** is the vector of the

super-parameter n®*?® | then its posterior distribution is given as

b (8) = oo [T, D (6°%, )
=1l,.D (93‘1, n°* + 0s.4 3, (57 a, 31)) ' :

Here, § is still the Kronaike function, when s = §,a = a and s = §, it is 1, and in
other conditions, it is 0.

The goal of the online learning is to find the optimal strategy to optimize the
balance exploration and utilization so as to obtain the maximum long-term reward
value according to the posterior state of the current model under the condition that
the state transition function is unknown. In the POMDPs, the strategy m is the
mapping from the belief b to a, that is, 7 (b) — a. The optimal strategy 7* is the
strategy corresponding to the optimal value function V*.

3. Practical Markov online learning based on the big data
balance

In order to ensure that a good model is still available in the case of uncertainty, it
is necessary to collect large amount of data during the learning process, which results
in the exponential explosive growth of the learning parameters, thereby causing the
failure of MOL to achieve rapid convergence. The practical representation method
is an effective method to solve the “Curse of dimensionality” problem of the learn-
ing parameters [12]. In the practical representation methods, if the independent
relationship between the variables in the DBNs is known, the size of the learning
parameters can be easily compressed. However, in the practical application field,
the structure of the DBNs is unknown. Therefore, the structure and parameters of
the DBNs need to be learned at the same time.

3.1. Practical learning representation

In most real-world models, through the analysis of the internal structure of the
state variables that, it can be found that the state variables can be represented by
a set of random variable sets, which are called practical properties. This internal
characteristic is known as the practical characteristic. The practical state is rep-
resented by a random finite variable set X = {X;, X5,---, X,,}, in which each X;
stands for a characteristic of the state variable, X; stands for the value set of each
variable in the set X. One state can be represented as s = {X1 =21, , X = 2n},
where x; € X;, which can also be represented by s = {xi}?zl for short. The state
variable space is S| = [[;_, | X;|. After making the state variables practical, all the
state transition function, the observation function, and the reward function can be
represented using DBNs in compression [12].

Quantity G (a) is defined as a two-layer directed acyclic graph, in which, a € A,
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the nodeis X = {X1, coe X, Xi, e ,X;l}. Symbol 0, is defined as a conditional
probability table, then the state transition function 7' can be expressed by the G (a)
and 0 (). Quantity X; is defined as the ith characteristic variable under the current

state, X; is defined as the ith characteristic variable in the next moment. Finally
G(a)
X

~i
X, = x;. Then the state transition function is calculated as follows

T (s,a, s’) —T (X,a,X’) ~-II~ (X;
=1

stands for the value taken for the parent node when characteristic variable

x4 (5)

where T’ (s, a, s/) is the state transition function at the time when the decomposition

representation is not performed, and T (X ya, X /) is the state transition function at

the time of the practical representation.

In the FMDPs (Factored MDPs), since the state transition function, the obser-
vation function and the reward function can all be expressed by the conditional
probability table of the DBNs, the above unknown models can be learned at the
same time by repeating the calculation of the belief.

3.2. Belief posterior update

The practical Markov online learning can obtain the observation data, learning of
unknown parameters and unknown structures through the interaction of the agents
with the environment, so as to establish the state transition model and the reward

model. In a deterministic environment, the initial belief b(s) is given, and b, - (s/)
of its belief is calculated as

b (8/> =nd ([s'}z/ = zl) Zb(s) P (s/ \s,a) , (6)

where, 7 is the normalized constant; [s,} . is the subset of the state variable values

corresponding to the observed set of variablesZ /; ¢ is the Kronecker function, which
returns the value 1 when [s/} , = 2 is true and returns value 0 when it is false.
Z

Since the model and the structure are unknown, according to the knowledge of the
previous section, it can be known that the update process of the belief state is as
the following:

b (X cw) =m0 > P (XX 0,060 ) b (X, 0aw) (7)
X

Here, X and X are the practical representation of the variable characteristics, a
is the action, Z is the observation data set, z is the subset in Z, 6g(,) is the unknown
parameter, and ¢ is the Kronecker function.
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However, since the belief state update requires the historical information, it is
necessary to traverse all the historical observations and actions, resulting in the
failure of convergence of Equation (7). According to literature [9], the belief state
update is close-looped on the Dirichlet mixture product. Therefore, Dirichlet mix-
ture product can be used to represent the state of the belief. And the representation
form of the Dirichlet mixture product of the belief priori probability is as

b(X. 00w Zcz x [T Do (050)) (8)

G
where ¢; x is the Dirichlet coefficient, D is the Dirichlet distribution function, Gg(*ai) =

P (Xl | parents (X/>). Hence, the posterior belief after the update of the state of
the belief is
bt (X, 00(a)) chx I12,x (GG;@L)) 9)

3.3. Value function parameterization

According to the above knowledge, it can be known that the Markov online
learning in the FMDPs field can be modeled by DBNs with the model variable 0 ,).
If the unknown model variable f(,) is used as the hidden variable of FMDPs, the
FMDPs with unknown parameters can be transformed into the FPOMDPs (Factored
POMDPs, POMDPs). According to the above conclusions, the existing FPOMDPs
planning algorithms can be used to solve the MOL problem.

Porta and others put forward a BEETLE algorithm for iterative online learning
for big data balance [9], which is only applicable to the MDPs field. On this basis,
Porta et al. [10] proposed an improved BEETLE to process the continuous BEE-
TLE algorithm and its improved algorithms take full advantage of the fact that the
optimal value functions are parametric forms of the interface on the function set a—,
and the function a— is a multivariate polynomial. However, they are on the basis of
MDPs or POMDPs, and cannot be generalized to the field of FPOMDPs [4]. This
section draws on BEETLE’s ideas, and extends the value function parameters to the
FPOMDPs field.

The optimal value function of the discrete POMDPs has the characteristic of
the piecewise linear convexity, that is, the optimal value function can be expressed
by the upper interface of the linear segment set I' (known as the vector a—). The
formula description is as the following:

V* (b) = max a (b) . (10)

Each « is the linear combination of the probability value of each characteristic
variable, that is a (b) = >y cxb(s). For a discrete state space, the number of
states is bounded, and « can be expressed as the Dirichlet coefficient vector, that is
a(X) = c¢x. For the continuous state POMDPs, the optimal value function is the
upper envelope of the linear function (function a.—) set, and the equation description
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a(b) = /X exh(X) dX . (11)

In the practical online learning, assuming that the optimal value function at time
k is V¥ (b), the set of function a— isI'*, then the following can be obtained

V¥ (b) = max o (b) . (12)
aelk
According to Bellman’s update equation, the optimal value function at the time
k+1is VF+1(b), the set of function a— is T**1. Due to the introduction of the
function a—, the Bellman update equation can be rewritten as

VIR (b) = max > | b(X) R (X, a,06) +
X

+ VZP (z |b,a,60(a)) max a (bw/) , (13)

According to the proof in literature [7], the function a— is the linear combination
of the Dirichlet product. In each Bellman backup, the number of Dirichlet products
in the linear combination is equal to the size of the state space. Therefore, the linear
combination size of the function will increase with the decision time exponentially
in the scale.

4. Experimental results

For the Chain problem, the BEETLE algorithm in literature [9] and the MC-
MOL algorithm in literature [6] put forward in recent years can represent the level
of the current Markov online learning algorithm. In view of the Mountain climbing
problem, comparison with the EFSL algorithm in literature [8] is conducted.

4.1. Experimental results

In the Chain problem, there are two actions {a,b}, five states {1,2,3,4,5}, and
the transfer probability of the action P = 0.2. Once the state 5 is achieved , the
reward value is 10. Chain has Chain Tied, Chain Semi, Chain Full and other

three versions. Chain _Full refers that both the state transition function 7T’ (s, a, s/)

and state transition structure G are unknown. Chain Semi refers that the state
transition structure is known, the state transition function is unknown and there
is a dependency between actions. Chain Tied refers that the dynamic system is
known, the action transition probability is unknown, and the action and state are
independent. Therefore, the Chain problem has a variety of uncertainties, which is
the ideal platform for the evaluation of the online learning algorithm.

In this paper, the three versions of the Chain problem were tested in 500 exper-
iments, and each experiment executed 1000 steps (the number of iterations); then
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for the reward value, the experimental results of the average and standard deviation
was taken. The greater the value of reward, the more superior the algorithm shall
be. Table 1 shows the comparison of the reward values of different algorithms, in
which, n. Symbol v stands for not available, Optimal stands for the optimal value
under the ideal condition; BEETLE is the value iterative algorithm based on the big
data balance. The algorithm uses DDNs (Dynamic Decision Networks) to decom-
pose the state. MC-MOL is the Markov online learning algorithm based on Monte
Carlo, Q-Learning is a kind of e— greedy strategy, and the value of ¢ ranges from 0
to 0.5, PB-MOL is the algorithm proposed in this paper. The experimental data is
the sampling results of K = 1000.

Table 1. Comparison of the reward values for different algorithms

Problem BEETLE MC-MOL | Q-Learning | PB-MOL
Chain_Tied | 3650 4+ 41 | 3618 + 29 1616 £ 24 | 3659 £ 20
Chain_Semi | 3648 + 41 n.v. 1616 +£ 24 | 3661 + 21

Chain_ Full 1754 + 42 | 1646 £ 32 1616 + 24 2565 + 23

As can be known from the experimental data in Table 1, the average value of
PB-MOL and BEETLE and MC-MOL is not the same in the Chain Tied and
Chain__Semi problems with less uncertain factors, but the PB-MOL algorithm is
closer to the true optimal value In the large-scale Chain Full problem, the state
transition function and state transition structure are unknown, the uncertain fac-
tors are more, PB-MOL average reward value is 2565, which is significantly higher
than BEETLE and MC-MOL algorithm. Therefore, BEETLE has more Good per-
formance. As the use of Monte Carlo sampling method can effectively reduce the
scale of the problem, the exploration and use can be balanced better. As Q-Learning
is a free online learning method of this model, it is related to state transition function
and other models are independent, so its reward value in the three versions of Chain
remains unchanged. BEETLE, MC-MOL and PB-MOL are three different types of
Markov online learning methods. As can be seen from Table 1, Kofu online learning
method makes full use of the priori knowledge, which can effectively enhance the
learning effect and improve the reward value.

Figure 1 shows the situation of the change of the accumulated reward value of
four algorithms BEETLE, MC-MOL, Q-Learning and PB-MOL with the number
of iterations. The experiment is the iterative result of the first 1000 steps. As an
be known from Figure 1, the accumulated reward value of the PB-MOL proposed
in this paper is maximum, while the accumulated reward value of the Q-Learning
algorithm is minimum. The results of the BEETLE algorithm and MC-MOL al-
gorithm are close to those of the PB-MOL algorithm. As can be known from the
comparative experiment of the accumulated reward value, Markov online learning
has more superior performance than the Q learning. In the iteration of the first 1000
steps, the learning rate of the algorithm is constant.

Table 2. Comparison of algorithm calculation time (in ms)
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Fig. 1. Comparison of accumulated reward values

BEETLE MC-MOL PB-MOL
Problem
Offline | Online | Offline | Online | Offline | Online
Chain_Tied 400 1500 1.8e+6 32 400 18
Chain_Semi 1300 1300 n.v. n.v. 1300 22
Chain_ Full 14800 18000 n.v. n.v. 14800 37

Table 2 shows the comparison of the calculation time for different Markov online
learning algorithms, where n.v. stands for not available. From the data in the table,
it can be seen that it is PB-MOL, where n.v. stands for not available. The data in
the table shows that PB-MOL and MC-MOL on-line computations are less time con-
suming, which have higher real-time. However, from the value of the reward shown
in Table 1, MC-MOL shows relatively big error in the large scale problem solving.
PB-MOL off-line calculation method and BEETLE are the same, and there is the
time-consuming problem. The offline pre-calculation will not affect the online real-
time performance of the algorithm; at the same time, offline training can help obtain
better priori knowledge, so as to get as large accumulated reward value as possible,
which has properly solved the difficult problem of exploration and utilization in the
online learning.

4.2. Simulation experiment of car climbing problem

In the literature on the related online learning, the car climbing learning control
is usually used as a typical continuous state space online learning problem to verify
the learning efficiency and generalization performance of the algorithm. The goal
of the car is to climb to the top of the mountain. Before climbing the top of the
mountain will not get positive feedback, hence the car has no knowledge on the
environment that it is in.

Due to the lack of power, the car cannot climb directly to the top of the mountain.
Therefore, it must first climb to the left to get sufficient kinetic energy, so as to reach
the top of the mountain. The car’s kinetic equation is as the following:
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{ Ti41 = Tt + Vey1, (14)
V41 = V¢ + OOOlat — 0.0025 cos (Sxt) y

where x stands for the location of the car, x € [—1.2,0.5], v stands for the speed of the
car, v € [—0.07,0.07], a; stands for the space of the action and A (s) € {—1,0,1}.
When x; = —1.2, the speed of the car is 0; when = = 0.5, the goal of the car is
achieved. And the beginning point of the car is x = —0.5, v = 0.0.

1000

(2]
(=3
(=}

(=)
(=3
(=}

Number of steps
N
(=3
(=]

o3
(=3
(=}

0 20 40 60 80 100

Fig. 2. Car climbing problem learning curve

The main evaluation index of the car climbing learning system is the number of
steps of the car from the starting point position to the target position and the number
of episodes required to achieve the steady state. The less the number of studies,
the less the algorithm. In order to test the effectiveness of the proposed PBMOL
learning algorithm, the algorithm is combined with EFSL (Enhanced Fuzzy Sarsa
Learning). In this paper, the EFSL (Enhanced Fuzzy Sarsa Learning) and algorithm
were compared to test the effectiveness of the PB-MOL learning algorithm proposed
in this paper, and the experimental results were obtained, as shown in Fig. 2. In
this experiment, the maximum number of steps was the 1000, the learning rate was
0.1, the discount factor was 0.9, the maximum and minimum of the temperature
parameter were 0.1 and 0.001, respectively; and the sampling period was 0.02s. As
can be seen from Fig. 2, the PB-MOL algorithm achieved the goal of climbing the
car in 15 to 20 time steps after about 8 times of learning, while the EFSL needed
about 100 time steps after about 10 times of learning, thus achieving the goal of the
car climbing the mountain. If the EFSL needed to achieve the goal of the car within
20 time steps, it needed to learn at least 75 times. The experimental results show
that, PB-MOL has better convergence and real-timeness than EFSL.

5. Conclusion

In view of the “curse of dimensionality” problem of the learning parameters in the
Markov online learning based on the big data balance, the practical method was used
to reduce the dimension of the unknown learning parameters in this paper. For the
dynamic system of the model under the uncertain environment, the simultaneous
learning of DBNs structure and the unknown parameters were used to effectively
realize the real modeling of the dynamic system in the uncertain environment and
solve the problem of the difficulty in the application modeling. The PRACTICAL
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ONLINE LEARNING MODEL of the 11 unknown parameters were regarded as the
hidden variables of MDPs, and the MDPs learning problem was transformed into the
planning problem of POMDPs. All the existing POMDPs planning methods were
applied to the MDPs learning through the transformation from MDPs to POMDPs,
so as to solve the difficult problem of the online learning generalization. Finally,
an online value iterative algorithm based on the big data balance was proposed to
realize the online planning and learning.
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